Abstract

We focus on non-functional requirements for applications offered by service integrators; i.e., software that delivers service by composing services, independently developed, managed, and evolved by other service providers. In particular, we focus on requirements expressed in a probabilistic manner, such as reliability or performance. We illustrate a unified approach—a method and its support tools—which facilitates reasoning about requirements satisfaction as the system evolves dynamically. The approach relies on run-time monitoring and uses the data collected by the probes to detect if the behavior of the open environment in which the application is situated, such as usage profile or the external services currently bound to the application, deviates from the initially stated assumptions and whether this can lead to a failure of the application. This is achieved by keeping a model of the application alive at run time, automatically updating its parameters to reflect changes in the external world, and using the model’s predictive capabilities to anticipate future failures, thus enabling suitable recovery plans.

1. Introduction

Modern software applications increasingly take the form of services. Services are software components that are developed, managed, deployed, and operated by service providers, and are offered for use through the network [27, 30]. Their specification is published in registries, which may be searched by potential clients. Services, in turn, may be used by service integrators and composed to provide new added-value services. In this paper, we take the viewpoint of service integrators and illustrate an approach which may enable them to fulfill their requirements even in presence of certain failures.
software. A service integrator must guarantee a certain contractual quality of service (QoS) in presence of changes in the external environment, such as the services bound to the application or user profiles, which may produce unpredictable effects and may occur at unpredictable times.

In this paper, we assume that suitable languages are available to specify services. In particular, we focus on non-functional requirements\(^1\) that deal with dependability\(^2\), specified in a probabilistic manner. For example, reliability of a given service may be expressed as probability of failure, i.e., probability that the result of a service invocation breaks the contract stated by the service’s specification. More complex dependability requirements may be expressed as probabilistic properties in some temporal logic which predicates over sequences of interaction events with the service, as we will see later.

Traditionally, the verification that a given software system satisfies its requirements is performed at development time. The goal of verification is to ensure that software satisfies its requirements before its delivery. If the need for changes arises, a new version is developed, verified, and eventually delivered, deployed, and put in operation. Only in a few special cases, changes are made and injected in the application as it is running.

The open-world requirements that characterize services invalidate the above scenario. For instance, the external services composed by a service integrator may change as the application is running. Because changes may invalidate their original specification, the overall requirements of the composed service might in turn be violated. It is thus necessary to continue to verify the application at run time: development-time verification may in fact be undermined by unexpected changes in the external environment, which subvert the assumptions made at design time.

The purpose of our work is to provide a framework—a method and supporting tools—to structure and reason about requirements of open-world systems built as integrated services which rely on existing, externally provided services. Our focus is on non-functional requirements expressed in a probabilistic manner and in particular in this paper we concentrate on reliability analysis. The main goal of analysis is to support mechanical ways of detecting reliability requirements violations. As we will see in Section 2, it is important to distinguish between two kinds of violation:

1. requirements failure detection, meaning that the violation of the requirement is visible to the client of the integrated service as a violation of the contract that was established with the service integrator;

2. requirements failure prediction, meaning that a violation of the contract between the user and the service integrator is predicted to occur in the future, but is not experienced yet.

To support the aforementioned mechanical reasoning on requirements failures and faults, we provide a run-time toolset that is based on three components: A monitor collects data on the behavior of the external environment; a model of the application runs to verify requirements; a model updater updates the model’s parameters to reflect changes in the environment. By keeping the model alive at run time, we will show that we can perform mechanical reasoning to detect requirements failures and requirements faults.

This paper builds on previous work reported in [12]. In [12] we focused on the theoretical underpinnings of automatic model update by parameter adaptation. The parameters of the model of a composite service used for verification at development time are updated at run time to reflect changes in the behavior of external services. The model updater is based on a Bayesian estimator [7], which is fed with data collected from the running system, and produces updated parameters. In [12], we show that the updated model provides an increasingly better representation of the system, as more data are collected from the field at run-time.

The new contribution of this paper consists of exploiting the results of [12] in the context of requirements engineering for open systems. We define a reference framework for requirements of open systems which extends the well-known framework of Jackson and Zave [21, 36] and generalizes to requirements the notions of fault and failure that are often used in the context of programming.

The paper is organized as follows. Section 2 provides an extended description of the proposed approach. Section 3 describes KAMI, our framework supporting verification of non-functional requirements. Section 4 describes the application of our approach to a realistic example. Section 5 shows the usefulness of our distinction between requirements fault and failure on supporting prediction of contract violations in the context of our running example. Section 6 discusses related work. Section 7 concludes the paper with a discussion of current limitations and an outlook to future work.

2. A Reference Framework for Requirements of Service Integrations

M. Jackson and P. Zave, in their seminal work on requirements [21, 36], distinguish between two main concerns: the world and the machine. The machine is the system to be...
developed; the world (the environment) is the portion of the real-world affected by the machine. The ultimate purpose of the machine is always to be found in the world. Requirements thus refer to phenomena occurring in the world, as opposed to phenomena occurring inside the machine. Some of such phenomena are shared with the machine: they are either controlled by the world and observed by the machine, or controlled by the machine and observed by the world. A specification (for the machine) is a prescriptive statement of the relation on shared phenomena that must be enforced by the system to be developed. Finally, it is also important to understand the relevant domain knowledge, i.e., the set of relevant assumptions that can be made about the environment in which the machine is expected to work, which affect the achievement of the desired results. Quoting from [36],

"The primary role of domain knowledge is to bridge the gap between requirements and specifications."

If $R$ and $S$ are the prescriptive statements that formalize the requirements and the specification, respectively, and $D$ are the descriptive statements that formalize the domain assumptions, it is necessary to prove that

$$S, D \models R$$

i.e., $S$ ensures satisfaction of the requirements $R$ in the context of the domain properties $D$.

We focus on systems whose expected behavior $S$ is achieved by integrating externally available services provided by third parties, invoked as black boxes. In the well-known and practically relevant case of Web services, external services are composed through a service composition (or workflow) language, such as the BPEL [1, 9] de-facto standard. The situation is illustrated in Figure 1(a). Figure 1(b) illustrates a high-level view of a workflow which integrates external services.

Hereafter we further detail the Jackson/Zave framework to match the specific issue that characterize an open-world setting, and more specifically service integration. Within domain properties $D$, we can identify two main disjoint subsets, $D_u$ and $D_s$, which capture the assumptions made on the external environment upon which the machine is expected to achieve the stated requirements, and which are also likely to change over time. $D_u$ denotes the assumptions on usage profiles. It consists of properties that characterize how the final integrated system is expected to be used by its clients. $D_u$ properties must be taken into account during design, but they may turn out to differ from what the running system eventually exhibits, and may change dynamically. A possible example of a usage profile is:

The volume of purchases during the two weeks before Christmas is 10 times the average volume of all other weeks of the year. $D_s$ instead denotes the assumptions on the external services invoked by the application. If $S_1, S_2, \ldots, S_n$ are the specifications of these external services, $D_s = S_1 \cup S_2 \ldots \cup S_n$.

Elicitation of $D_u$ and $D_s$ is a crucial phase of requirements engineering for open-world systems. Environment changes are a primary source of the need for continuous evolution in open-world systems (other sources concern requirement changes). By capturing $D_u$ and $D_s$ we identify the environment’s data that must be monitored at run time and the checks to be performed to verify that the environment behaves as expected. If it doesn’t, (1) might be violated.

We do not make any specific assumptions on the languages in which one can express the statements $R, D, S$. No commonly used notations, let alone standards, exist for them. For example, in the case of Web services, the WSDL [34] specification language only focuses on syntactic aspects of a service interface, and hence it does not fit our purpose. Attempts to support specification of quality attributes, such as [32], are still not adopted in practice.

To support reasoning about requirements, we rather take a more pragmatic approach that does not require the definition of a new notation for $R, S, D$, but instead chooses notations that can be supported by existing analysis tools. Hereafter we discuss the choices we made in our framework to express reliability-related statements, which can then be processed by the tool we chose for formal analysis, PRISM [20, 23]. Accordingly, we assume that a model of the system-to-be is provided in terms of a state-transition system. The state-transition system is exactly an operationalized description of $S$. The operational model is then augmented with probabilities, yielding a stochastic process represented as a Markovian model. We use such probabilities to express both $D_s$ and $D_u$. The former describes the probability of failure of external services, whereas the latter describes the probability distribution of the user requests that are handled by the system-to-be, as we will illustrate on a running example in Section 4. To describe the required properties of the integrated service (R), two probabilistic temporal logic languages are supported by PRISM: Probabilistic Computation Tree Logic (PCTL) [19] and Continuous Stochastic Logic (CSL) [3]. At this stage our framework supports Discrete Time Markov Chains and properties expressed in PCTL. Support for other Markovian models is the subject of our ongoing research.

As we mentioned, our main goal is to support dependable service provisioning in dynamically evolving environments. This requires that at design time we can prove the validity of (1). However, because of possible deviations of the environment’s behavior with respect to design-time as-
assumptions, verification of (1) must be extended to run time. In other terms, the model is kept alive at run time and fed with updated values of the parameters that characterize the behavior of the environment, i.e., $D_s$ and $D_u$, as we show in the next section. At run time, analysis of the model can reveal requirements faults and requirements failures. The terms fault and failure are traditionally used in the context of program testing and debugging. It is crucial to distinguish between them also in the case of requirements. Although there is no consensus on terminology the two terms are often used in testing and debugging to denote different concepts. In [16], a failure is what an oracle detects as incorrect output values, while a fault is the incorrect internal state that a debugger can identify and display, to support identification of the faulty statements (error) that may be ultimately responsible for the failure. The same semantic distinction is made in [37], although the term infection is adopted instead of fault.

These concepts may be generalized to the context of requirements engineering. A requirement failure is a violation of a requirement which has a visible effect in the real world; typically, it is perceived by the users of an application. A requirement fault instead occurs in the machine or in the environment and may not be visible in the real world. Assuming that the machine is correctly implemented, a fault represents a deviation of the environment’s properties $D_s$ and $D_u$ from their expected values. It denotes a situation that may eventually lead to a failure. In the case of service integration of Figure 1(b), assuming that the workflow program is correct, a fault may be caused by a failure of an external service $S_1, S_2, \ldots, S_n$; i.e., one of the external services invoked by the workflow does not satisfy its specification. It can also be caused by an unexpected usage profile, which does not follow the assumption made at design time.

The distinction between fault and failure is key to dependability. For example, consider the case where an external service deviates from its contractual obligations, stated by specification $S_i$. Let us assume that the deviation is detected and that the parameters of the model are updated accordingly, as we mentioned above (and as we will see later on). By running the updated model, the possible cases can arise:

1. The updated model shows that requirements $R$ continue to be satisfied. In this case the fault (violation of the contract by external service) has no effect on satisfaction of the requirements of the integrated service. Thus, no action needs to be taken to ensure correctness although the external service provider might incur in a penalty because of a break in the contract.

2. The updated model shows that requirements $R$ are violated. This violation us also visible to the external user, who thus perceives a violation of the contract with the service provider. This is the case we called requirements failure detection. In this case, the fault (violation of contract by the external service) results in a failure caught by the model and visible to the user.

3. The updated model shows that requirements $R$ are violated, but this violation did not manifest itself in the real world. The user does not perceive any violation of the contract with the service provider, but the model shows that a failure will eventually occur. This is the case we called requirements failure prediction.

To support automated reasoning about requirements faults and failures and to support prediction, we exploit the functionalities offered by KAMI framework, which is illustrated in the next section. Subsequently, we show an application of our approach to an example, which further investigates the notions of failure detection and failure prediction.

3. Supporting Run-Time Model Evolution with KAMI

KAMI is the design methodology and prototype environment we are developing to support automated evolution of the system’s model as the external service world changes.
KAMI supports models for dependability properties, such as performance and reliability. Presently, we support Discrete Time Markov Chains (DTMCs) [18, 26] and we plan to incorporate other Markovian models in the future. We are also currently working on incorporating Queueing Networks (QNs) [8, 24], which support analysis of performance properties.

Figure 2 shows a high-level view of the KAMI plug-in based architecture. KAMI is composed by: (1) System Models, (2) Model Plugins, and (3) Input Plugins.

System Models are text files that contain model descriptions with numerical parameters that KAMI is in charge of updating and the requirements the user is interested in. System models also contain a set of exceptions to be raised when a requirement is violated.

Model Plugins provide to KAMI the ability to handle different and new models, by interpreting model files and their requirements. Each model plugin is in charge of analyzing a specific kind of model with respect to its requirements. Models that violate a given requirement cause the corresponding exception to be raised by KAMI.

Input Plugins connect KAMI with the run-time world in which the implemented system is running. The running system feeds KAMI with data extracted by its execution. For example, in the case of DTMCs, it provides information about the occurrence of transitions among states. Input plugins are in charge of managing different input formats and protocols for run-time data (e.g., socket, RMI, etc.).

All the classes of models supported by KAMI are characterized by and depend on numerical parameters. For example, consider a DTMC used to model the behavior of a service composition to reason about reliability properties. The external services used by the service integrator must be characterized by their probability of failure, which is part of the service’s specification. Let us assume that, by using these parameters, we can prove correctness of the system; i.e., Formula (1) is verified.

Because of the open-world assumption, we may expect a failure of the external services at run time. KAMI is able to detect such failure because it monitors service invocations and estimates the real values of the parameters based on the observations. KAMI does this through a Bayesian estimator [7], discussed and evaluated in [12]. A change in the parameter for the $i^{th}$ external service may indicate a violation of specification $S_i$, and hence $S_i$’s failure. The modified DTMC which models the service composition with updated parameters may be run to check if any requirement is violated, according to Formula (1). This may lead to recovering a failure.

KAMI must be connected to probes which channel real-world data generated by monitors. In our experiments with Web services we can use the monitoring framework of Baresi et al [6].

4. An Example

This section illustrates a concrete example in which our approach is successfully applied. The example represents a typical e-commerce application that sells on-line goods to its users by integrating the following third-parties services: (1) Authentication Service, (2) Payment Service, and (3) Shipping Service. The Authentication Service manages the identity of users (e.g., [29]). It provides a Login and a Logout operation through which the system authenticates users. The Payment Service provides a safe transactional payment service through which users can pay goods. A CheckOut operation is provided to perform such payments. The Shipping Service is in charge of shipping goods to the customer’s address. It provides two different operations: NrmShipping and ExpShipping. The former is a standard shipping functionality while the latter represents a faster and more expensive alternative. Finally, the system classifies the logged users as BigSpender (BS) or SmallSpender (SS), based on their usage profile. Indeed, if the money spent by a given user in his/her previous orders reaches a specific threshold he/she is considered as BigSpender, otherwise users are considered as SmallSpenders.

At design-time the system is built in order to meet the desired requirements. Since we focus on reliability, let us suppose we elicited the following requirements:

- **R1**: “Probability of success is greater then 0.8”
- **R2**: “Probability of a ExpShipping failure for a user recognized as BigSpender is less then 0.035”
- **R3**: “Probability of an authentication failure is less then 0.06”
Concerning the domain knowledge $D_u$, we summarize what domain experts or previous similar systems tell us in Table 1. The notation $P(x)$ denotes the probability of “$x$”. Table 2 describes the properties that characterize the domain knowledge about external services (i.e., $D_s$). $P(Op)$ here denotes the probability of failure of service operation $Op$.

As we recalled, the software engineer’s goal is to derive a specification $S$ which leads to satisfaction of requirement $R$, assuming that the environment behaves as described by $D$. We assume that software engineers provide an operational description of $S$ through an activity diagram (see Figure 3), which describes a service composition via a workflow. Figure 3 is an abstract description of the integrated service, given by using a technology-neutral notation (as opposed, for example, to a specific workflow language like BPEL [1, 9]).

In order to verify Formula (1), we derive from the activity diagram a richer target model that merges $S$ and $D$ into a unique model, which can then be analyzed to check the properties of interest.

Since our goal is to reason about reliability requirements, the target model we chose is a Discrete Markov Chain (DTMC). The resulting model is illustrated in Figure 4. It contains one state for every operation performed by the system plus a set of auxiliary states representing potential failures associated with auxiliary operations (e.g., state 5) or specific system’s states (e.g., state 2). Existing tools are available to support automatic derivation of model-to-model transformations, including trasformations from activity diagrams to markovian models (e.g., [15]).

Through the model in Figure 4, it is possible to verify Formula (1). To accomplish this task we adopt automatic model checking techniques. In particular, we use the probabilistic model checker PRISM [20, 23], which in the example computes the following values:

- “Probability of success is equal to 0.804”
- “Probability of a ExpShipping failure for a user recognized as BigSpender is equal to 0.031”
- “Probability of an authentication failure (i.e., Login or Logout failures) is equal to 0.056”

Let us now focus on requirement $R2$. The compliance of the system with respect to $R2$ is checked at design time by computing the probability of the set of paths:

$$\Pi = (1, (4, 7)^+, 10, 13) \quad (2)$$

These paths include the transition from state 7 to state 10, which represents the probability that a BS user chooses an express shipping (i.e., $D_{s,2}$), and the transition from state 10 to state 13, which represents the probability that an invocation to the ExpShipping service fails (i.e., $D_{s,4}$). These two parts influence the total probability that a BS user who invokes an express shipping experiences a failure (i.e., $R2$).

Since the model checker computed at design time a value for paths $\Pi$ that is smaller then the value stated by $R2$, we can conclude that the implementation of Figure 3 is correct with respect to $R2$. Similar considerations hold for $R1$ and $R3$. These conclusions rely on the assumption that assertions $D$ hold at run time. However, as we noticed in Section 1, there is no assurance that design-time assumptions are valid at run time and remain immutable over time. More precisely, considering again $R2$ we could experience at run time different values for $D_{s,2}$ or $D_{s,4}$ and consequently we could experience at run time a probability of paths $\Pi$ that violate $R2$. 

![Figure 3. Operational Description of the Specification via an Activity Diagram](image-url)
For example, let us assume that the reliability of the Payment Service is lower than the value published by the service provider. More precisely, let us suppose that the probability of failure for each ExpShipping invocation is indeed slightly higher and equal to 0.067 ($D_{s,4} = 0.067$). In this case probability of $\Pi$ is equal to 0.042 which is greater than 0.035 and thus violates the requirement. In this scenario KAMI collects run-time data from the running instances of the system as described in [12] and produces estimates for the transition probabilities of the DTMC, using a Bayesian approach. In particular, assuming a trace of events detected by the monitoring containing 600 invocations to the ExpShipping operation with 40 failing invocations (40 over 600 is approximately 0.067) the Bayesian estimator produces a new estimate for $D_{s,4}$ equal to 0.06. KAMI replaces the old estimate in the DTMC with this new value and automatically re-checks the requirements discovering that $R_2$ is violated, since the probability of paths $\Pi$ is estimated as equal to 0.037, which is greater than 0.035.

Similarly, a domain property $D_{u,i}$ could differ at run time from what we expected at design time, leading to a requirement violation. At design time these values are typically: (1) provided by domain experts, (2) extracted from previous version of the system under design, or (3) obtained by profiling users of similar existing applications. However, this initial estimate could be imprecise or even change over time for unpredictable reasons. For example, let us assume now that the probability of failure for the ExpShipping operation is equal to what we assumed at design time, whereas the value of the probability that a BS user chooses express shipping changes to 0.633 (i.e., $D_{u,2} = 0.633$). In this case, the the probability of paths $\Pi$ is equal to 0.04, which is greater than 0.035; thus $R_2$ is violated. In particular, assuming again a trace of events detected by the monitor that shows that over 600 users recognized as BigSpenders 380 of them chose the express shipping (380 over 600 is approximately 0.633) we obtain from KAMI an estimate for $D_{u,2}$ equal to 0.6 and the probability of paths $\Pi$ is consequently estimated at run time to be equal to 0.037, which is a violation of $R_2$.

In both cases (a deviation from the value of $D_{u,2}$ or $D_{s,4}$) KAMI detects the violation and can raise an exception to trigger an appropriate reaction. For example the reaction could signal to the system administrator that the contract between the system and the Authentication Service has been violated. Conversely, a more complex reaction could trigger an automatic reconfiguration that binds the system to another more reliable and semantically equivalent service provider.

Let us now focus on the first part of the above example in which $R_2$ is violated because of an unpredicted change of value of the domain property $D_{s,4}$. An important consideration is that KAMI detects the violation in two different scenarios: (1) Failure Detection and (2) Failure Prediction that we briefly describe in the sequel on the example and we generalize and formalize in the next section.

First of all, it is important to notice that stakeholders, on behalf of whom we must guarantee probabilistic requirements $R$, perceive a failure by comparing the number of successful invocations to the system with respect to a (sufficiently large) number of total invocations$^3$. In the specific

$^3$The number of observations needed to evaluate probabilistic require-
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The probability $P$ that a certain input to the system eventually generates a certain output is less than a certain threshold value $t$.

Requirement $\rho$ typically states a probability of failure of a certain expected behavior. Should the requirement instead be expressed as a success condition, it could be written as $1 - \rho \geq t$.

From the viewpoint of the stakeholder who generated requirement $\rho$, its violation can be verified by counting a sufficiently long sequence of input events of interest and comparing the number of successful output events $E_f$ out of the total number of events of interest $E$:

$$\frac{E_f}{E} < t$$

From the model’s viewpoint, $\rho$ corresponds to a set of paths $\Pi = (\pi_1, \pi_2, \ldots, \pi_n)$ between two specific states of the DTMC. For example, requirement $R2$ described in Section 4 corresponds to the path described by Formula (2). The verification of the model can detect a violation of $\rho$ if and only if the probability associated with $\Pi$ is greater or equal to $t$. The probability associated with $\Pi$ is computed as:

$$P_{\Pi} = \sum P_{\pi_i}$$

Assuming that $\pi_i$ is a path $x_{i,1}, \ldots, x_{i,k}$ where $x_{i,j}$ and $x_{i,j+1}$ represent two consecutive transitions in the DTMC model along path $\pi_i$, the probability associated to this path is:

$$P_{\pi_i} = \prod_{j=1}^{k} P_{x_{i,j}}$$

where $P_{x_{i,j}}$ is the probability associated with transition $x_{i,j}$ in the DTMC model. Notice that probability associated with $\Pi$ exactly corresponds to the summary of path probabilities (i.e., $P_{\pi_i}$) since paths are mutually exclusive. By this we mean that the evolution of a system cannot be represented by the execution of multiple paths at the same time.

Requirements failure prediction occurs if the sequence of events captured by the monitor generates an update of the model’s parameters that lead to a verification of a violation of $\rho$, whereas the failed occurrences of outputs $E_f$ observed by the stakeholder do not violate Formula (4). Conversely, the case in which both the model and the stakeholder detect a violation of $\rho$ is called requirements failure detection.

To understand the conditions under which failure prediction can happen, consider that the paths corresponding to $\rho$ are partly shared with paths which correspond with other executions of the system which may be associated with other—possibly less critical—requirements. These executions may have actually occurred and consequently they may have updated the values of probabilities associated with transitions that are shared by the two sets of paths. The updated values may produce as a side effect the detection of the violation of $\rho$. In the extreme case the violation of $\rho$ can happen even if no failed output events that contribute to $E_f$ have been experienced yet by the stakeholder, as we showed in the example of Section 4.
6. Related Work

Service-centric systems have been attracting considerable research attention in the recent years [28, 30]. Such systems are pushing traditional software engineering problems—requirements, specification, verification, distribution, componentization, composition, and evolution—to their extreme. Software services are in fact distributed, their development and operation is decentralized, ownership involves different organizations. By composing services, new added value services may be generated. The key question is how this can be done dependably for the users of service-oriented applications. A number of current research directions are exploring areas close to the work reported here. For example, an important issue deals with how quality of service can be specified and how it can be the basis for verifiable contracts (service-level agreements—SLAs) between service providers and service users. A language for SLA has been proposed by [32]. Other related areas deal with monitoring and verifying services and service compositions [4, 13, 14]. Run-time verification is another closely related research area (for example, see Chen et al in [11]). Finally, there is work that focuses on how service-oriented systems affect requirements engineering. For example [35] presents an approach to increasing the completeness of system requirements using information about designs and implementations of Web services. Another important research thread that relates to our efforts is model-driven systems development [2]. The approach we are pursuing with KAMI is strongly related to all of the aforementioned efforts. However, we are not aware of any approach that, like ours, tries to combines model-driven development of service centered systems with requirements-aware lifelong verification.

Several research efforts are complementary to ours. In particular, the ones which focus on reacting to failures via self-managed changes in the architecture, which aim at generating self-healing behaviors. This thread of research falls within autonomic computing [22]. Some promising approaches have been investigated by [10] and [31] Other complementary approaches investigate alternative methods for calibrating model parameters at run time in the context of performance models [33].

7. Conclusions and Future Work

In this paper we presented a method and supporting tools to reason about requirements of open-world systems built as integrated services that rely on existing, externally provided services. We focused on non-functional requirements expressed in a probabilistic manner. We casted the seminal work of Jackson and Zave [21] to this particular domain, in which design time assumptions can be inaccurate and may change over time, affecting the satisfaction of requirements of the final system.

Our proposal relies on non-functional models, continuously updated in their parameters by the use of data extracted by running instances of the system. We described how, reasoning on updated models, it is possible to detect or predict failures. This, in turn, may trigger suitable self-managed reactions, which generate an autonomic behavior. The approach has been described through a concrete example in which we showed how run-time data can lead to detection or prediction of failures.

A complete validation of the proposed methodology is part of our future work. In addition, our future research will enrich the ongoing implementation of KAMI by enlarging the set of supported models (e.g., Continuous Markov Chains, Markov Decision Processes, etc.) and defining a language aimed at managing multi-model consistency. We also plan to further investigate failure prediction leading to a complete mathematical framework aimed at explaining the conditions under which this phenomenon can take place.

Finally, in the future we will investigate the possible reactions that can be triggered by failure detections and predictions. Our final goal is to support software engineers during all the development process to obtain evolvable and dependable systems in which models coexist with implementations to achieve run-time adaptability.
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